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Abstract—Cloud based machine-to-machine (M2M) communi-
cations have emerged to achieve ubiquitous and autonomous data
transportation for future daily life in the cyber-physical world.
In light of the need of network characterizations, we analyze
the connected M2M network in the machine swarm of geometric
random graph topology, including degree distribution, network
diameter, and average distance (i.e., hops). Without the need of
end-to-end information to escape catastrophic complexity, infor-
mation dissemination appears an effective way in machine swarm.
To fully understand practical data transportation, G/G/1 queuing
network model is exploited to obtain average end-to-end delay and
maximum achievable system throughput. Furthermore, as real
applications may require dependable networking performance
across the swarm, quality of service (QoS) along with large net-
work diameter creates a new intellectual challenge. We extend
the concept of small-world network to form shortcuts among data
aggregators as infrastructure-swarm two-tier heterogeneous net-
work architecture, then leverage the statistical concept of network
control instead of precise network optimization, to innovatively
achieve QoS guarantees. Simulation results further confirm the
proposed heterogeneous network architecture to effectively con-
trol delay guarantees in a statistical way and to facilitate a new
design paradigm in reliable M2M communications.

Index Terms—Machine-to-machine communications, network
topology, small-world networks, information dissemination,
quality-of-service guarantees, statistical control, Internet of
things, ad hoc networks.

I. INTRODUCTION

C LOUD based machine-to-machine (M2M) communica-
tions [1], [2] have emerged to enable services through

interaction between cyber and physical worlds, achieving ubiq-
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uitous and autonomous data transportation among objects and
the surrounding environment in our daily lives. The wireless
network involving tremendous machines that the availability
of end-to-end information at each machine is not possible, is
referred to the large M2M network, which is getting importance
into next-generation wireless systems [3]. While these tremen-
dous machines have short-range communication capabilities,
multi-hop networking is a must for information dissemina-
tion over machine swarm. The connectivity and low delivery
latency in the machine swarm are consequently crucial to
achieve reliable communications. However, lacking complete
understanding of large network characteristics, effective traffic
control for message delivery remains open [4]. As a result, a
proper control scheme of routing with quality-of-service (QoS)
guarantee regarding end-to-end delay becomes an urgent need
to practically facilitate M2M communications. This is even
more challenging due to the scalability of multi-hop ad hoc
networks and energy-efficient and spectral efficient operation
for each machine [4]–[6].

To investigate the routing mechanism for large-scale net-
works, network topology analysis can be scientifically ex-
ploited by random network analysis [7]–[21]. Newman [7]
provides a comprehensive study in network structure and func-
tions from complex networks perspective. Aiming at social
communities mediated by network technologies, [8] reviews
the historical research for community analysis and community
discovery methods in social media. While Gjoka et al. [9]
develop an unbiased sampling for users in an online social
network by crawling the social graph, they further examine
multiple underlying relations for such network in [10] to in-
troduce a random walk sampling. For social networks related
research, [11] proposes the information-centric networking as it
brings the advantages to the network operator and the end users.
Exploring various research challenges in context management,
[12] presents a context management architecture that is suit-
able for social networking systems enhanced with pervasive
features. Through a survey of current routing solutions, [13]
discuss the trend toward social based routing protocols, which
are classified by employed network graph.

In addition, to employ social network analysis in message
delivery, Kleinberg [14] remarkably pioneers the methodology
to exercise the small-world phenomenon [22] of social net-
works in navigation, successfully creating transmissions with
less delay. Small-world phenomenon plays a crucial role in
social networks, which states that each individual in such
network links to others by a short chain of acquaintances and
has great potential for improving spectral and energy efficiency
for shorting the end-to-end delay. Reference [15] also presents
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a thorough examination of average message delivery time for
small-world networks in the continuum limit. Via random net-
work analysis, [16] studies the properties of giant component
in wireless multi-hop networks, while [17] provides a heteroge-
neous structure for such networks and conducts the throughput
and delay analysis. Furthermore, the concepts of rumor and
gossip routing algorithms are also widely employed in sensor
networks [18] and ad hoc networks [19]. As for disconnected
delay-tolerant MANETs and generalized complex networks,
[20] and [21] respectively provide the social network analysis
for information flow and epidemic information dissemination.

In this paper, inspired by small-world phenomenon, we con-
nect data aggregators (DAs) to machine swarm and propose a
promising two-tier heterogeneous architecture with DA’s small-
world network for statistical traffic control in large M2M
communication networks. To address efficient dissemination
control for routing and QoS such as surveillance applications,
we first analytically supply the condition to establish connected
M2M networks and explore some essential geometric proper-
ties (i.e., degree distribution, network diameter, and average
distance) for the networks. Analytic bounds of average distance
characterize the average number of hops that machines’ packets
need to traverse over the swarm, thus dominating the QoS
guarantee capability for reliable communications. Furthermore,
through G/G/1 (i.e., both inter-arrival time and service time dis-
tributions of a traffic queue are arbitrary distributions) queuing
network model for traffic modeling, the practical data trans-
portation takes place in connected M2M networks. Both the
average end-to-end delay and maximum achievable throughput
per machine from information dissemination in machine swarm
multi-hop networking are examined. However, to control QoS
over such networks still serves great difficulty due to the
large network size. Aiming at statistical performance in large
M2M networks, we propose a statistical control mechanism
for the networks by establishing the heterogeneous network
architecture and exploiting statistical QoS guarantee for end-to-
end transmissions without the need of feedback control at each
link. By forming DA’s network with small-world property and
linking machines to DAs, this novel heterogeneous architecture
significantly improves the performance of end-to-end traffic
for tolerable delay and makes dependable communications
possible from guaranteing traffic QoS, with extremely simple
network operation for each machine.

The contributions of this paper are summarized as follows.
1) To understand geometric properties of large M2M net-

works and thus benchmark performance, we first analyti-
cally examine network connectivity, degree, distribution,
network diameter, and average distance under Poisson
Point Process (PPP) machine distribution.

2) Introducing queuing network theory into such network
analysis for practical data transportation, the average de-
lay and achievable throughput for message delivery in con-
nected M2M networks are analytically obtained as well as
the QoS guaranteed throughput in real applications.

3) Standing on hereby established analysis, statistical dis-
semination control is proposed that incorporates DA’s
network with machine swarm (or sensor swarm) for fa-
vorable heterogeneous network architecture.

4) Due to infeasible end-to-end information exchange and
subsequent precise control, we exploit statistical QoS
guarantees over two-tier heterogeneous network archi-
tecture to exhibit remarkable enhancement of system
performance, and to facilitate the merits of small-world
phenomenon into engineering reality.

Simulation results show that our proposed control yields the
significant throughput gain for delay guarantee performance.
Such system performance asymptotically relieves Gupta and
Kumar’s dilemma [23] in scaling perspective for general wire-
less networks. Note that this paper is based on our prelimi-
nary research in [24] and [25]. However, different from [25]
which only considers the average number of hops, this paper
deals with the actual packet delay including transmission and
queuing latency, which necessitates a new queuing network
analysis. Furthermore, while the work in [24] provides the
upper bound performance of end-to-end delay dedicated for the
proposed routing algorithm, this paper studies the asymptotic
performance of several statistical QoS requirements, such as
end-to-end delay and maximum throughput as well as the
throughput under guaranteed delay, for a general forwarding
scheme in M2M network. What is more important, our previous
work focuses on obtaining the traffic performance under a
specific scenario setting, which can simplify the analysis, while
failing to maintain the same level of transmission qualities
when the scenario changes, e.g., the network topology or traffic
pattern becomes different. In this paper, we solve this chal-
lenge through statistical dissemination control by leveraging
the heterogeneous network architecture. In particular, the upper
layer of DAs’ network enables shortcut transmissions to reduce
the excess end-to-end delay from the long route transmissions
in the lower layer of machine swarm. A comprehensive per-
formance analysis upon such a heterogeneous architecture is
also included in this paper. With these accomplishments, we
provide an original and significant paradigm to facilitate M2M
communications, practically realizing information dissemina-
tion control to meet the need of time sensitive applications in
next-generation wireless standards.

The rest of this paper is organized as follows. Section II
presents related work and system model. Section III and
Section IV provide M2M network topology analysis and queu-
ing network model for large M2M networks, respectively.
Statistical dissemination control with heterogeneous architec-
ture is proposed in Section V with performance evaluation in
Section VI. Section VII gives the conclusion and ends the paper.

II. BACKGROUND AND SYSTEM MODEL

M2M communication network consists of tremendous self-
organized machines/sensors and enables autonomous connec-
tions among different applications for ubiquitous communica-
tions upon such large swarm system. To facilitate this scenario
into practice, providing the connectivity accompanied with
reliable transportation is a must for such large network. In the
following, we highlight the relevant research and introduce the
M2M network model using geometric random graph (GRG)
as its topology and local clustering property are suitable for
benchmarking large wireless ad hoc sensor networks.
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A. Background

Scanning the literature, [26]–[35] explore QoS issues for
traffic control over next-generation wireless systems (i.e., 3GPP
LTE/LTE-A based cellular systems). [26] offers a reallocation-
based assignment that maximizes the spectral efficiency with
QoS guarantees in multi-service wireless systems, achieving
a good tradeoff between performance and computational com-
plexity. To deal with scheduling policies over multi-hop wire-
less networks, [36] provides an analytical traffic delay analysis
and [37] proposes a low-complexity congestion control with
respect to per-flow delay. Aiming to minimize the energy
consumption of overall heterogeneous network and preserving
the QoS for users, [27] examines the optimal control for wake
up mechanisms of femtocells. Studying the delay-throughput
tradeoff, [28] utilizes an efficient power allocation scheme with
minimized delay and high throughput for real-time services in
distributed wireless networks. To reduce latencies and increase
fairness in terms of transmitted frames, [38] further provides
a distributed and online fair resource management in video
surveillance sensor networks. With regard to power efficiency
in vehicle-to-roadside infrastructure communication networks,
[29] proposes a joint power and sub-carrier assignment policy
under delay-aware QoS requirements. Reference [30] studies
a tight integration of device-to-device communications into
an LTE-A network, desirably exploiting spectrum of the ex-
isting radio networks. Reference [31] provides a systematic
framework for the power and energy optimal system design in
cellular-based M2M communications. Reference [32] proposes
an efficient overlay to provide GSM connectivity within an
LTE carrier for low data rate M2M customers. Aiming at a
great number of applications in M2M communications, [33]
proposes a massive access management on the air interface
and [34] designs the data collectors to efficiently serve many
uplink transmissions based on a random access scheme. To
alleviate interference via cognitive radio technology, [39] pur-
suits capacity maximization under the SINR model in multi-
hop cognitive radio networks. Moreover, [35] applies cognitive
M2M communications in the smart grid and integrates reliabil-
ity and timeliness in the QoS study. However, above excellent
efforts do not thoroughly explore network characterizations and
thus need end-to-end information regarding network topology,
while end-to-end information requires non-scalable complexity
of overhead. In this paper, instead of acquiring such information
upon large networks with catastrophic complexity, we propose
a totally different philosophy to proceed statistical dissemina-
tion control based on network topology analysis and traffic
queuing model in large M2M communication networks.

B. Network Model

Suggested by [1], [2], [4], a cloud based M2M networks
consists of two-tier network architectures. As in Fig. 1(a), the
first tier contains a swarm of machines, which equip short-
range wireless networking capability. The second tier involves
wireless infrastructure and service cloud. The cloud’s gateways
are smart devices that collect and process data from machines
and manage their operation. The service cloud further pro-
vides the accesses to M2M service, linking physical world

Fig. 1. Network topology of heterogeneous network architecture for statistical
control in cloud M2M communication networks. (a) Cloud based scenario for
M2M communication networks. (b) Heterogeneous network architecture for
proposed statistical control.

to cyber world. Rather than guided by central controller(s)
as in conventional cellular networks, nodes (i.e., machines)
in M2M networks distributedly communicate with each other.
There is no identity difference among nodes. Furthermore,
due to wireless propagation and outage, each node can only
communicate with other nodes within certain distance. It is
assumed that there are n nodes in a M2M network, while each
pair of nodes within distance r can communicate. Meanwhile,
instead of exploiting classical Erdös-Rényi random graph [40],
the geometric topology and local clustering property of GRG
make itself preferable as a mathematical graphical model for
wireless ad hoc networks [41]. The GRG model is based on
a homogeneous PPP that randomly distributes nodes on the
unit area to characterize the spatial distribution of nodes. In
particular, GRG model with parameter n and r (i.e., GRG(n,r))
defines a graph with n nodes following homogeneous PPP and
edges that are established when pairs of nodes are closer than
radius r. With this understanding, GRG model is well suited
for modeling M2M networks, especially for the first tier of
machine swarm. Thus we adopt GRG(n,r) for M2M network
model, where nodes follow PPP and randomly distribute on the
[0, 1] × [0, 1] flat square.

C. Connectivity of M2M Networks and Information
Dissemination Control

To transmit data packets across large machine swarm, con-
structing a connected M2M network is the necessity to ensure
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every packet could be sent to its corresponding destination
from the source. Note that, in the rest of paper, we claim that
a network has certain properties with high probability (i.e.,
almost surely) as n → ∞ and r(n) → 0. The connectivity of
M2M network will be provided via network topology analysis
later in Section III; however, we summarize the idea as follows.
While each machine equips with short-range communication
capability, multi-hop networking is necessary for end-to-end
data transportation [4]. That is, for a single source-destination
pair, there exist a source machine, a destination machine, and
several relay machines that forward traffic from the source
to the destination. Without loss of generality, it is assumed
that sequences of packets follow the general arrival process
and the general service time, and each transmission link is
modeled as a G/G/1/∞/FCFS (or G/G/1 for the conventional
abbreviation) queue [42]. In particular, such a queue represents
a queuing system with a single server, infinite buffer size,
and the scheduling discipline of first-come-first-serve (FCFS),
where packet interarrival times have a general (meaning arbi-
trary) distribution and service times have a (different) general
distribution. By connecting each link of G/G/1 queue, the en-
tire G/G/1 queuing network is established for M2M network.
Thus, upon this queuing network model, the analysis of network
connectivity and information dissemination (i.e., end-to-end de-
lay and maximum system throughput) are ready to be exploited.

In addition, as some real-time applications require bounded
packet delay for end-to-end transmissions, the statistical QoS
guarantee is considered. In particular, given the required sta-
tistical delay bounds, the QoS guaranteed throughput that sat-
isfies the delay requirement is derived via Markov inequality.
Meanwhile, considering source’s excessive traffic loads for
prodigious incoming data or poor forwarding capability from
long multi-hop transportation, we further develop an effective
statistical dissemination control with heterogeneous network
architecture. This architecture significantly improves the end-
to-end traffic performance under tremendous amounts of ma-
chines in large M2M network. The idea is as follows. As shown
in Fig. 1(b), we aim to establish an “information highway” of
ultra-fast forwarding potential for machine swarm by adding
few DAs to form a small-world network [14], [22], [43] and
connecting them with infrastructure networks. Once source’s
packets access to this “highway” after link transmissions to DA,
these packets only traverse few steps in DA’s network to arrive
at the area near the destination from small-world phenomenon.
The comprehensive examination for such promising architec-
ture with corresponding transmission improvement is presented
later in Section V-B. Standing on top of these accomplishments,
the proposed statistical control successfully facilitates reliable
information disseminations over large M2M communications
of tremendous number of machines.

III. M2M NETWORK TOPOLOGY ANALYSIS

To achieve information dissemination among all nodes in an
M2M network, we first investigate the network connectivity by
social network analysis [7], [14] for a connected M2M network.
In particular, we study some useful geometric properties that
facilitate our analysis of information flow later in Section IV.

A. Connected M2M Networks

As mentioned in Sections II-B and II-C, given a GRG(n,r)
model for M2M network, we obtain the following lemmas for
network connectivity.

Lemma 1: For n nodes following PPP on a unit area (i.e., [0,
1] × [0, 1] flat square), the partition of flat square into smaller
square grids with area logn/n is applied. Then, there is at least
one node in each square grid almost surely, when n → ∞.

Proof: Firstly, under mentioned partition, there are
n/ logn square grids in flat square. With PPP, the number of
nodes in each square grid follows a Poisson random variable
with mean logn and the probability that a specific square
grid has no node is exp(− logn). Since the probability of an
intersection of events is no larger than any individual among
them, the probability that there is a square with no node is
nexp(− logn)/ logn, which approaches to zero for n → ∞. It is
noted that Lemma 1 holds for any partition that gives square
grids with area larger than logn/n, especially the one gives
square grids with area (r/

√
5)2 and r ≥

√
5logn/n. Thus, we

have Corollary 1 for the connectivity of M2M networks. �
Corollary 1: For a M2M network with GRG(n,r), if r ≥√
5logn/n, the network in connected almost surely.

Proof: Followed from Lemma 1, each node in a square
grid is able to connect to its four neighborhood square grids
almost surely and it becomes the lattice structure. Furthermore,
since lattice structures are connected, the given GRG model and
therefore the M2M network is connected almost surely. �

B. Geometric Properties

In the following, aiming at connected M2M networks, we
explore geometric properties of networks that are essential for
determining the dissemination performance in large networks.

1) Degree Distribution: We model a M2M network (i.e.,
GRG(n,r)) by assuming that all nodes follow PPP and edges
are established when pairs of nodes are closer than certain
distance r, its degree distribution can be obtained from ER
model. Considering a specific vertex in GRG(n,r), an edge
connecting to its neighbor is present with the probability πr2

for total n−1 possible neighbors. The degree distribution then
follows a binomial distribution. Since we are interested in large
M2M networks (i.e., n → ∞), the degree distribution thus can
be expressed by a Poisson distribution as

pk = Pr{K = k}= (nπr2)
k

exp{−nπr2}
k!

. (1)

The degree distribution of networks characterizes the number
of nodes that potentially connects to other node in networks,
representing the incoming traffic load that contributes to a sin-
gle link for multi-hop communications in M2M networks. This
is a crucial factor for reliable information dissemination, since
traffic overload might bring deadlocks in link transmissions and
deteriorate the QoS of end-to-end traffic.

2) Network Diameter: The network diameter for connected
M2M networks can be directly obtained from Lemma 1 as
shown in Theorem 1.
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Theorem 1: While r ≥
√

5logn/n for a connected M2M
network with GRG(n,r) model, the network diameter R(n) in
terms of hop-count has the upper bound 2

√
5/r and the lower

bound
√

2/r almost surely.
Proof: Please see Appendix A. �

3) Average Distance: To obtain the average distance for
pairs of nodes in M2M networks, we examine the Euclidean
distance over all pairs of vertexes in GRG(n,r) model.

Lemma 2: For Euclidian distance d, let dx and dy denote
for the projective length of d in unit area for x and y axes,
respectively. Then, in connected GRG(n,r), d in terms of hop-
count has the upper bound

√
5(dx +dy)/r and the lower bound

d/r, given r ≥
√

5logn/n.
Proof: Please see Appendix B. �

While the bounds are �
√

5dx/r�+ �
√

5dy/r� and �d/r�, we
assume

√
5(dx + dy)/r and d/r to be integers in Lemma 2.

However, when r → 0, the difference can be neglected. Before
exploring the average distance of M2M networks, we first have
the following proposition for uniform random variable that
arises from machines’ random positions.

Proposition 1: Let U(S) denote the uniform distribution on
S, where S is a connected subinterval of R k, and | · | and
‖ · ‖ denote absolute value for one dimension and Euclidean
distance. For a unit square, if two random variables X , Y ∼
U([0,1]), E[|X −Y |] = 1/3. And if these X , Y ∼ U([0,1]×
[0,1]), E[‖X −Y‖]≥

√
2/3.

The equality of Proposition 1 comes from the derivation
in calculus and the inequality comes from

√
a2 +b2 ≥ (|a|+

|b|)/
√

2. Finally, we conclude with Theorem 2.
Theorem 2: While r ≥

√
5logn/n for a connected M2M

network with GRG(n,r) model, the average distance d(n) in
terms of hop-count is bounded almost surely as

√
2

3r
< d(n)<

2
√

5
3r

. (2)

Proof: Please see Appendix C. �
For connected M2M networks, especially for r ∼

√
logn/n,

Theorems 1 and 2 suggest that R(n) and d(n) follow the order
of 1/r. The asymptotic notations [44] of R(n) and d(n) are both
Θ(1/r) = Θ(

√
n/ logn). Furthermore, while d(n) provides av-

erage hop number for traversed packets, it highly relates to
average delay for end-to-end transmissions as we will see in the
following section and thus plays a critical role for information
dissemination in M2M networks.

IV. QUEUING NETWORK MODEL

Without the need of end-to-end information to escape catas-
trophic complexity, information dissemination becomes the
only way in machine swarm. As suggested by Section II-C, we
exploit an open G/G/1 queuing network model for delay and
throughput analysis of M2M networks. Furthermore, the diffu-
sion approximation is used to analyze the queuing network. Our
analytical methodology to deal with wireless networks have
general inter-arrival and service time distributions by providing
closed form expressions of end-to-end delay and maximum
achievable throughput per node. In the following, to fully

understand practical data transportation, we present the traffic
model and an equivalent queuing network model in connected
M2M networks.

A. The Traffic Model

For an GRG(n,r) of connected M2M network with r ≥√
5logn/n, there are n nodes uniformly distributed over an

unit area, numbered from 1 to n, and each capable of trans-
mitting at W bits per second. The set of neighbors of node
i is denoted by N(i) and each node can be a source or a
destination of packets. The external arrival of jobs (i.e., new
packets arrive in the network) is a renewal process with rate λe.
The squared coefficient of variance (SCV) of inter-arrival time
of new packets equals to c2

A. We assume that packets of size L
bits are generated by each node according to an independent
identical distribution (i.i.d.) Poisson process with rate λ. The
mean and SCV of the service time at node i are denoted by E[Si]
and c2

Bi = (E[S2
i ]−E[Si]

2)/E[Si]
2, respectively. As a packet is

generated by a node, it transverses over the network by multi-
hop relaying until it reaches the destination. The probability
that a packet received by its destination is p(n) and is referred
as “absorption probability”. Alternatively, the probability that a
packet received by a node is forwarded to a neighboring node
is (1− p(n)). If a packet is not absorbed by a node, then all
the neighboring nodes are equally likely to be the next hop
of the packet. p(n) characterizes the degree of locality of the
traffic as: The traffic is highly localized for large p(n), while
small p(n) implies unlocalized traffic. Therefore, it is easy
to quantify the dependence of delay and capacity on average
distance d(n) of the network as presented in Section IV-B. In
addition, each node is assumed to have infinite buffers and thus
no packets are dropped in the network. The packets are served
by nodes in FCFS manner. The queuing network model for
connected M2M network is shown in Fig. 2(a). The stations
of queuing network represent nodes of M2M network and the
forwarding probability pi j equals to the probability that a packet
is transmitted from the queue at node i to the queue at node j.
Moreover, the queue at a node as a station in queuing network
is provided in Fig. 2(b).

B. End-to-End Delay Analysis

The end-to-end delay in a connected M2M network is defined
as the sum of the queuing and transmission delays at all
intermediate relaying nodes. To evaluate the delay, we first
prove Lemma 3 that relates absorption probability with average
distance of the network. After that, by deriving expressions for
some parameters of the queuing network, we analytically obtain
the end-to-end delay.

Lemma 3: In a M2M network, the number of hops traversed
by a packet d(n) equals to 1/p(n).

Proof: Please see Appendix D. �
d(n) in Lemma 3 is obtained from (2) and provides p(n) for

connected M2M networks.
Lemma 4: Given the number of neighbors of node i as Ki,

the probability that a packet is forwarded from node i’s queue
to node j’s queue, denoted by pi j, is (1− p(n))/Ki if j ∈ N(i);
otherwise, it is zero.
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Fig. 2. Queuing network model for a connected M2M network. (a) A con-
nected M2M network as queuing network. (b) A machine in a connected M2M
network represented as a station of the queuing network.

While pi j(n) equals to the product of Pr{i transmits the
packet to j | packet not absorbed} and Pr{packet is not
absorbed by i}, Pr{i transmits the packet to j | packet not
absorbed} equals to 1/Ki if j ∈ N(i); otherwise, it equals to
0. Pr{packet is not absorbed by i}= 1− p(n).

To illustrate how the number of neighbors of a node in a
M2M network (i.e., Ki for node i) affects the visit ratio of that
node (i.e., the average number of times a packet will visit such
node as the packet enters the network) in Lemma 5, we start
from the following proposition.

Proposition 2: For node i, let Ki denotes the number of
its neighbors and K(2)

i denotes the number of its two-hop
neighbors. Given a connected M2M network with GRG(n,r)

model (i.e., r ≥
√

5logn/n), we have 1/δ = E[∑
K
(2)
i

j=1 1/Kj] >

1− exp{−nπr2}.
From Section III-B1, Ki is a Poisson random variable fol-

lowing the distribution in (1). Via branching process, K(2)
i is

the second generation of node i, whose distribution is qk−1 =

Pr{K(2) = k−1}= (kpk)/χ with χ = ∑k kpk for k ≥ 1. K(2)
i be-

comes a Poisson random variable with mean nπr2 and we have
1
δ = E

[
E
[
∑k

j=1
1

Kj
|K(2)

i = k
]]

= nπr2E
[

1
K1

]
and E

[
1

K1

]
=

∑∞
k=0 exp{−nπr2} (nπr2)

k

k!×k > ∑∞
k=0 exp{−nπr2} (nπr2)

k

k!×(k+1) =
1

nπr2 −
exp{−nπr2}

nπr2 .
Lemma 5: With parameter δ obtained for given connected

M2M network by Proposition 2, the visit ratio of a node i,
denoted by ei, equals to ei = δ/{n[δ− (1− p(n))]}.

Proof: Please see Appendix E. �
Lemma 6: The effective packet arrival rate at a node i,

denoted by λi, equals to λδ/(δ−1+ p(n)).

Since the packet generation process at each node is an i.i.d.
Poisson process with rate λ, new packets arrive in the network
at rate λe = nλ. Furthermore, there are two sources of packet
arrivals at a node: The packets that are generated at the node
and the packets that are forwarded to the node by other nodes.

The utilization factor of node i, denoted by ρi, is given by
ρi = λiE[Si]. Furthermore, regarding the spatial concurrency
constraints in link transmissions, nodes close to a receiver must
be idle to avoid collisions which results in the loss of packets.
With nπr2 nodes surrounding node i, the event for successful
link transmissions to i follows a Bernoulli process with suc-
cess probability 1/(nπr2). Thus, we have E[Si] = nπr2L/W .
The SCV of inter-arrival time at node i, denoted by c2

Ai, is
approximated using c2

Ai = 1+∑n
j=0(c

2
B j − 1)(pi j(n))2e je

−1
i =

1+(c2
Bi−1)(1− p(n))2ψ and ψ > [1−exp{−nπr2}]/(nπr2)−

exp{−nπr2} where c2
B0 = c2

A and ψ is obtained from the same
manner as for ei. According to the diffusion approximation,
the approximate expression for the probability that the number
of packets at node i equals to t, denoted by πi(t), is 1 − ρi

if t = 0; otherwise, it is ρi(1− ρ̂i)ρ̂i
t−1 as t > 0. where ρ̂i =

exp{−2(1−ρi)/(c2
Aiρi +c2

Bi)}. The mean number of packets at
node i, denoted by Li, is therefore Li = ρi/(1− ρ̂i). With above
results, we present the end-to-end delay in the following.

Theorem 3: For a connected M2M network with parameter
δ described in Proposition 2, the average end-to-end delay,
denoted by D(n), is

D(n) =
ρ [(δ−1)d(n)+1]

λδ(1− ρ̂)
. (3)

Proof: Please see Appendix F. �

C. Maximum Achievable Throughput

For a connected M2M network, we derive the expression for
maximum achievable throughput λmax in the following. λmax is
the maximum value of the packet arrival rate λ at the nodes for
which the average end-to-end delay remains finite.

Theorem 4: For a connected M2M network with parameter
δ described in Proposition 2, the maximum achievable through-
put is

λmax =
W [(δ−1)d(n)+1]

δd(n)nπr2L
. (4)

Also from (4), λmax = Θ(1/[d(n)nr2]).
To have finite delay, λiE[Si] = λinπr2L/W < 1. Furthermore,

as n → ∞, we have δ → 1 from Proposition 2.
The result of Theorem 4 coincides with Gupta and Kumar’s

classic research [23] for the asymptotic case where n → ∞. It
is obvious that λmax increases with decreasing in d(n). From
Theorem 2 in Section III-B3, for a connected M2M network,
r ≥

√
5logn/n and the number of hops between arbitrary

source and destination pair would be Θ(
√

n/ logn). Thus, we
get λmax = Θ(1/[d(n)nr2]) = Θ(1/

√
n logn), which confirms

with the asymptotic capacity of multi-hop wireless ad hoc
networks as from [23].
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V. STATISTICAL DISSEMINATION CONTROL

As real applications require dependable networking per-
formance across the swarm, QoS along with large network
diameter creates a new challenge. Aiming at statistical per-
formance in large M2M networks [24], [25], we propose a
statistical control mechanism for the networks by establishing
the heterogeneous network architecture. By constructing the
“small-world shortcut” scheme [14] among DAs, the effective
traffic control is obtained with great system throughput under
desired QoS constraint (i.e., delay bound). In particular, any
machine can identify a shortcut through a corresponding DA,
such that end-to-end delay can be significantly reduced under
such heterogeneous network architecture.

A. Statistical QoS Guarantee

The real-time services generally care the end-to-end delay
and demand bounded delays. Rather than providing determin-
istic QoS guarantees (i.e., the probability of delay requirement
violation is zero), a more practical and reasonable solution is
to provide statistical guarantees [45] (i.e., the probability that
the packet violates its delay constraint is bounded) for QoS as
Pr{Delay ≥ Dmax} ≤ τ, where Dmax is the delay requirement
and τ is used to characterize the degree of statistical QoS
guarantee. By different inequalities or bounds, Pr{Delay ≥
Dmax} ≤ f (Delay,Dmax). Formulating f function by packet
delay analysis, we thus get the end-to-end throughput with
statistical delay guarantees as the maximum available load from
the source that satisfies the constraint: f (Delay,Dmax)≤ τ.

1) QoS Guaranteed Throughput in M2M Networks: For
reliable communications in large connected M2M networks,
we obtain the end-to-end throughput with QoS guarantee via
Markov inequality as follows.

Proposition 3: For a connected M2M network with
parameter δ described in Proposition 2, the QoS guaranteed

throughput is obtained as λQ
max =

[(δ−1)d(n)+1](c2
Bi lnT+2)

δd(n)E[Si](2−c2
Ai lnT )

=(
c2

Bi lnT+2
2−c2

Ai lnT

)
λmax, where T = 1 − {d(n)E[Si]}/(τDmax) =

1 − [d(n)nπr2L]/(WτDmax) and λQ
max = Θ(1/[d(n)nr2]).

Via Markov inequality, the statistical delay guarantee is
provided as Pr{Delay ≥ Dmax} ≤ {ρ[(δ − 1)d(n) + 1]}/
[λδ(1− ρ̂)Dmax] and λQ

max is the maximum arrival rate holding
such inequality. Proposition 3 shows that even providing
statistical QoS guarantee in end user’s traffic, we still can
maintain the system throughput that closes to the maximum
achievable throughput for the asymptotic case (i.e., λQ

max

and λmax follow the same order as n → ∞). Note that there
exists a tradeoff between the delay requirement and the
attainable throughput (i.e., both maximum achievable and QoS
guaranteed throughput). In particular, from the formulation of
λQ

max and λmax, they both include the delay factor (i.e., d(n))
in the denominator and thus increase (decrease) when the
corresponding delay decreases (increases).

B. Small-World Shortcut

To leverage small-world feature into machine swarm, we first
create a promising two-tier heterogeneous network architecture

by adding some DAs to help machines’ transmissions. After
that, we confirm shorter average distance for pairs of nodes
via shortcut in network. We finally present the end-to-end
delay reduction with improved system throughput and therefore
confirm our proper control for information dissemination in
large M2M communication networks.

1) Heterogeneous Network Architecture: The heteroge-
neous network architecture for connected M2M network, as
shown in Fig. 1(b), consists of two layers. The lower layer is
the machine swarm modeled by a GRG model with n nodes
and radius r, while the upper layer is a 2D-lattice network
with m2 DAs. The size of DA’s lattice network is much
smaller as compared machine’s wireless ad hoc network (i.e.,
m  n). Such DAs partition the bottom [0, 1] × [0, 1] unit
area into equal m × m grids with average n/m2 nodes per
grid and each DA can communicate with z random selected
nodes in the correspondent grid. To prevent traffic jam and
thus deadlock in DA’s network, we assume each DA’s service
rate, denoted by 1/E[SD

i ], is the product of machine’s service
rate and the number of serving machines. That is, E[SD

i ] =
(m2/n)×L/W . In the following, through network property and
system performance, we exhibit that with few DAs (i.e., m2 and
m  n) installed in machine swarm, smaller number of hops
and thus significant performance improvement are feasible to
robust and reliable information dissemination in large M2M
networks.

Note that we consider the uniformly deployment of homo-
geneous DAs here, as machines are uniformly distributed in
a given area from the GRG model of M2M network. When
the machine’s deployment becomes uneven due to issues like
mobility, our model can be easily adaptive to the heterogeneous
scenario by adjusting two related parameters (i.e., the total
number of DAs m2 and the amount of machines z that each
DA can simultaneously communicate with). For example, for
the dense machine area, we can increase the number of DAs
(i.e., with larger m) or/and enhances the serving capability of
DA (i.e., with larger z). Similar concern can be applied to
sparse machine area. However, to avoid an unclear delivery of
our main contribution, we focus on the homogeneous DAs for
heterogeneous network architecture in the rest of paper.

2) Shorter Distance via Shortcut: To obtain the average hop
number for node pairs under heterogeneous architecture, we
first examine the average hops from nodes (machines) to DAs.

Lemma 7: In connected GRG(n,r) with m2 DAs forming
upper lattice network and each DA serves z nodes, the heteroge-
neous architecture has the average distance from nodes to DAs
dL(n) in terms of hop-count almost surely when n, m → ∞ and
mr → 0 as π/(120zmr)< dL(n)< 2

√
5/(3zmr).

Proof: Please see Appendix G. �
With the aid of Lemma 7, we provide the average distance

via shortcut (i.e., DA’s lattice network as an illustration) for
heterogeneous architecture in the following.

Theorem 5: While r ≥
√

5logn/n for a connected M2M net-
work with GRG(n,r) model and m2 DAs form lattice network
as each DA serves z nodes concurrently, the heterogeneous
architecture has the average distance dS(n) in terms of hop-
count almost surely when n, m→∞ and mr → 0 as π

60zmr +
2m
3 <

dS(n)< 4
√

5
3zmr +

2m
3 .
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TABLE I
SIMULATION PARAMETERS AND VALUE SETTINGS FOR PERFORMANCE EVALUATIONS

Proof: Please see Appendix H. �
With Theorem 5 and m = Θ(1/

√
r), the shortcut is ex-

hibited from the average distance as dS(n) = Θ(1/
√

r) =
Θ( 4

√
n/ logn), which is much smaller than d(n) = Θ(1/r) for

plain machine swarm.
Delay Reduction for Improved Throughput: In this section,

aiming at heterogeneous architecture of large M2M networks,
we derive average end-to-end delay, maximum achievable
throughput, and the achievable throughput under QoS con-
straint to bring the merits of heterogeneous framework. Since
DA’s lattice network partitions the machine swarm into m×m
grids, there are approximate n/m2 nodes in each grid. Similar to
Theorem 5, DS(n) is obtained from the aggregation of the delay
from a node to DA, denoted by DL(n), and the delay in upper
DA’s lattice, denoted by DU (n).

Theorem 6: While r ≥
√

5logn/n for a connected M2M
network with GRG(n,r) model and m2 DAs form lattice
network as each DA serves z nodes concurrently, the average
end-to-end delay DS(n) for the heterogeneous architecture

is DS(n) = 2DL(n) + DU (n) = 2ρL[(δ−1)dL(n)+1]

λδ(1−ρ̂L)
+ ρU m2

nλ(1−ρ̂U )
,

where ρL and ρ̂L are obtained as usual by p(n) = 1/dL(n),
ρU = {2mρL[(δ − 1)dL(n) + 1]}/(3nπr2δdL(n)), and ρ̂U =

exp
{
−2(1−ρU)/

{[
1+m(c2

Bi−1)
(
1− 3

2m

)2
]

ρU+c2
Bi

}}
.

Proof: Please see Appendix I. �
When n → ∞, DL(n) dominates end-to-end delay as m =

Θ(1/
√

r). Furthermore, since the utilization factor proportions
to the average distance (e.g., ρL ∝ dL(n)), DS(n) = Θ(1/

√
r) =

Θ( 4
√

n/ logn) and D(n) = Θ(1/r) = Θ(
√

n/ logn). Therefore,
through the assistance from shortcut of DA’s network, the
heterogeneous architecture for M2M networks enjoys signif-
icant delay reduction. In the following, we further provide
maximum achievable and QoS guaranteed throughput for this
architecture.

Theorem 7: While r ≥
√

5logn/n for a connected M2M
network with GRG(n,r) model and m2 DAs form lattice net-
work as each DA serves z nodes concurrently, the maximum

achievable throughput λS
max for the heterogeneous architec-

ture is

λS
max = min

(
W

[
(δ−1)dL(n)+1

]
δdL(n)nπr2L

,
3W
2mL

)
. (5)

Also from (5), λS
max = Θ(1/[dL(n)nr2]). Furthermore, since

ρ̂L and ρ̂U are functions of λ (i.e., arrival rate per machine),
the QoS guaranteed throughput, denoted by λSQ

max, satisfies νL/

(1−ρ̂L)+νU/(1−ρ̂U )=τDmax/(2E[Si]) where νL = dL(n) and
νU = m3/3n2πr2 and λSQ

max = Θ(1/[dL(n)nr2]), too.
Proof: Please see Appendix J. �

Theorem 7 shows that λS
max increases with decreasing dL(n),

and DL(n) dominates DS(n) for the asymptotic case (i.e.,
n → ∞). Both λS

max and λSQ
max follow Θ(1/ 4

√
n(logn)3). Con-

sequently, we successfully provide a heterogeneous archi-
tecture that embraces significant throughput gain, as bench-
mark to Gupta and Kumar’s results [23], for large M2M
communications.

VI. PERFORMANCE EVALUATION

We compare the performance of the proposed heterogeneous
network architecture with plain machine swarm. Simulation
results confirm that heterogeneous architecture achieves re-
markable delay reduction as well as high throughput gain with
only few DAs installed, favored by practical implementation
in large M2M networks. All simulation parameters and value
settings are listed in Table I. In particular, to ensure every
packet could be sent to its corresponding destination from
the source,a connected M2M network is first established via
the proposed analysis (i.e., selecting the appropriate machine
communication range r with respect to the total machine num-
ber n). When a source machine generates a packet, it routes
the packet to a specific destination, uniformly selected among
other machines. Moreover, for plain machine swarm, source
simply hops forward based on the sensing and relaying; for
heterogeneous architecture, it employs dissemination without



LIN et al.: STATISTICAL DISSEMINATION CONTROL IN LARGE M2M COMMUNICATION NETWORKS 1905

selecting a particular DA. In the following, we first evaluate
average distance to DAs and end-to-end distance for plain
machine swarm and heterogeneous architecture. Next, end-to-
end packet delay, maximum system throughput, and through-
put under guaranteed delay are thoroughly examined for such
different architecture and compared with Gupta and Kumar’s
milestone results [23]. Finally, the simulation validation in the
Metropolis is established to facilitate our design into an even
more practical stage.

A. Average Distance for Plain Machine Swarm and
Heterogeneous Architecture

To examine the improvement of average distance under
heterogeneous architecture, we first study the average distance
from machines to DAs. Regarding 2000 machines in swarm and
averaging over 100 samples, Fig. 3(a) shows that such distance
decreases with respect to increased amounts of DAs m and their
connection links to nodes z. m and z jointly decide the required
number of hops for machines’ data to leave for DAs’ small-
world shortcut, which equivalently provides an ultra-fast in-
formation “highway” among machines. Based on these results,
Fig. 3(b) and (c) show the asymptotic behaviors of average end-
to-end distance for information dissemination within various
settings of heterogeneous architecture as compared within plain
machine swarm. As z = 2, Fig. 3(b) shows that such distance
reductions become conspicuous with respect to increasing size
of machine swarm in scaling perspective. Furthermore, estab-
lishing DAs’ network with m = 3, Fig. 3(c) demonstrates such
distance improvement regarding DAs’ connection links. Both
figures demonstrate consistency with average distance scales
with the order of Θ(

√
n/ logn) for plain machine swarm and

with the order of Θ( 4
√

n/ logn) for heterogeneous architecture
as suggested in Theorem 2 and Theorem 5. As a summary, all
these results confirm asymptotically greater performance for
information dissemination (i.e., less end-to-end delay and more
system throughput) in our proposed network architecture over
plain machine swarm.

B. End-to-End Delay Reduction via Small-World Shortcut

Fig. 4 provides the asymptotic behaviors of average end-to-
end delay for M2M networks under plain machine swarm and
proposed heterogeneous architecture. While Fig. 4(a) shows the
delay reduction via small-world shortcut of proposed schemes
regarding z = 3 (i.e., each DA links to three machines)and
various m (i.e., there are m2 DAs in heterogeneous architec-
ture), Fig. 4(b) shows the similar reduction regarding m = 3
and various z. Such improvement on delay comes from the
innovative design of DAs’ structure to proceed the small-world
phenomenon (i.e., the upper lattice network). Moreover, above
results also serve as the benchmark for the theoretical lower
bound of achievable end-to-end delay and indicate the practi-
cability of heterogeneous architecture. To sum up, by adding
few DAs and tailoring their network structure, heterogeneous
architecture brings much less delay and thus facilitates reliable
disseminations in large next-generation networks such as M2M
networks.

Fig. 3. Average distance in scaling perspective for M2M networks under
plain machine swarm (Plain) and proposed heterogeneous architecture (Het.),
where m2 is the amount of DAs and z is the number of machines that each
DA communicates with. (a) Average distance to DA over 2000 machines for
various heterogeneous network architectures with respect to various m and z.
(b) Asymptotic behaviors of average end-to-end distance for plain ma-
chine swarm and various heterogeneous network architectures with z = 2.
(c) Asymptotic behaviors of average end-to-end distance for plain machine
swarm and various heterogeneous network architectures with m = 3.

C. Maximum Throughput and Throughput Under
Guaranteed Delay

%While the performance over plain machine swarm is pre-
dicted by Gupta and Kumar’s analysis [23], Fig. 5(a) and
(b) depict the maximum achievable system throughput for
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Fig. 4. Asymptotic behaviors of average end-to-end delay for M2M networks
under plain machine swarm (Plain) and proposed heterogeneous architecture
(Het.), where m2 is the amount of DAs and z is the number of machines
that each DA can communicate with. (a) Average end-to-end delay for plain
machine swarm and various heterogeneous network architectures with z = 3.
(b) Average end-to-end delay for plain machine swarm and various heteroge-
neous network architectures with m = 3.

different heterogeneous architectures. While the results of [23]
accurately predict the networking performance of machine
swarm, especially for great amounts of machines, proposed
controls provide remarkable throughput improvements due to
tolerable end-to-end delay. Such enhancement becomes signif-
icant as the small-world phenomenon of DAs’ network takes
charge of end-to-end data transportation (i.e., more DAs as
m increased and better accessibility to DAs as z increased).
Specifically, by decreasing the time duration in machines’
ad hoc network or increasing the time sojourned in DAs’
network, machines’ packets experience much less delay and
thus bring greater system throughput for M2M communication
networks.

Furthermore, the corresponding circumstance also happens
for QoS guaranteed throughput as shown by Fig. 6(a) and
(b). Given the delay bound Dmax = 1000 ms and the violation
probability τ = 0.02, Fig. 6(a) and (b) provides the throughput
under QoS guarantees with regard to maximum throughput
in Fig. 5(a) and (b). While both maximum and QoS guaran-
teed throughput of plain machine swarm asymptotically follow
Θ(1/

√
n logn) as expected from Theorem 4, more throughput

is obtained for proposed schemes due to heterogeneous archi-

Fig. 5. Asymptotic behaviors of maximum system throughput with regard to
QoS guarantee for M2M networks, where m2 is the amount of DAs and z is the
number of machines that each DA can communicate with. (a) Maximum system
throughput for Gupta’s results [23] (i.e., Θ(1/

√
n logn)), plain machine swarm

(Plain), and various heterogeneous network architectures (Het.) with z = 4.
(b) Maximum system throughput for Gupta’s results [23] (i.e., Θ(1/

√
n logn)),

plain machine swarm (Plain), and various heterogeneous network architectures
(Het.) with m = 6.

tecture as it asymptotically follows Θ(1/ 4
√

n(logn)3) shown in
Theorem 7.

In addition, with respect to different QoS requirements,
Fig. 7 exhibits the effectiveness of heterogeneous network
architecture for greater achievable throughput as compared with
plain swarm under the same QoS constraint. Loose τ gives more
throughput for both plain and heterogeneous schemes as sug-
gested by the previous discussion of existing tradeoff, but het-
erogeneous schemes are able to provide promising guaranteed
throughput even under strict QoS demand for tight τ. Moreover,
Fig. 8 further provides the exhaustive throughput comparison
among different scenarios to complete our evaluation. While
QoS guaranteed throughput is upper bounded by maximum
achievable throughput, the great throughput improvement is
provided by heterogeneous architecture as compared with plain
machine swarm. This suggests that even when there are tremen-
dous amounts of machines as in the next-generation networks,
our methodology still accommodates desire QoS guarantees
and system throughput by establishing ultra-fast (in terms of
routing) “highway” through heterogeneous architecture.
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Fig. 6. Asymptotic behaviors of guaranteed system throughput with regard to
QoS guarantee for M2M networks. (a) Statistical QoS guaranteed throughput
with Dmax = 1000 ms and τ= 0.02 for plain machine swarm (Plain) and various
heterogeneous network architectures (Het.) with z = 4. (b) Statistical QoS
guaranteed throughput with Dmax = 1000 ms and τ = 0.02 for plain machine
swarm (Plain) and various heterogeneous network architectures (Het.) with
m = 6.

Fig. 7. QoS guaranteed throughput with respect to τ, Dmax = 1000 ms and
5000 machines for plain machine swarm (Plain) and heterogeneous network
architectures (Het.) with z = 2, where m2 is the amount of DAs and z is the
number of machines that each DA communicates with.

Fig. 8. Comprehensive throughput comparisons for Gupta’s results [23], plain
machine swarm (Plain), and heterogeneous network architecture (Het.).

TABLE II
METROPOLIS SIMULATION PARAMETERS AND VALUES

D. Simulation Validation in the Metropolis

A metropolis is an extremely large city normally within
the area of hundreds of km2 that sets up with several blocks
for varies purposes, e.g., business, industries, and residence.
Each block consists of millions machines to support human’s
daily life. To simulate upon this real-world scenario with the
proposed heterogeneous architecture in Fig. 1(b), each grid in
the figure can serve as a block in Metropolis and each end-to-
end data transportation includes three types of communications.
In particular, those are the M2M communication with low data
rate and energy cost, the machine-to-DA communication with
medium data rate, and the DA-to-DA communication with high
data rate. We adopt the related values from [3] as shown in
Table II and set up the experiment as follows. The 1 Mb data
is sent from the source machine to the destination machine
in both plain machine swarm and heterogeneous architecture
separately. Moreover, DAs’ communication capabilities are
characterized as the number of machines z that can be served
simultaneously by each single DA.

Fig. 9 shows the optimal required number of DAs for hetero-
geneous architecture with respect to the number of machines.
As the DA’s capability linearly increases, the required number
of DAs drops exponentially. It suggests that few powerful
DAs are preferable than bunch of DAs with limited capability.
Furthermore, Fig. 10 shows the average end-to-end delay with
respect to different area sizes of Metropolis. As the area size
increases (so does the number of machines in each block),
the heterogeneous architecture supports much less traffic delay
than the plain machine swarm. For example, with the area
size 60 km2 and 108 machines, the delay from heterogeneous
architecture is 115 s as compared to 2,500 s from the swarm.
Moreover, the linear curves in the log scale of Fig. 10(b)
confirms our asymptotic results, and suggest that the hetero-
geneous architecture outperforms the plain machine swarm
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Fig. 9. The optimal number of DAs with respect to the number of machines
and DAs’ communication capabilities z.

Fig. 10. Average end-to-end delay of plain machine swarm (Plain) and various
heterogeneous architecture (Het.) with optimal number of DAs and different
communication capabilities z.

with about 95% delay reduction for 10 billion machines. To
conclude, by efficiently connecting few DAs to construct small-
world shortcuts, proposed statistical control accompanied with
heterogeneous architecture resolves the undependable end-to-
end transmissions via asymptotically Θ( 4

√
n/ logn) delay and

Θ(1/ 4
√

n(logn)3) throughput, thus fulfilling the reliable infor-
mation dissemination in large M2M communication networks.

VII. CONCLUSION

In this paper, we resolve the most critical challenge on
providing statistical control for reliable information dissemi-
nation over large M2M communication networks. Examining
network topology of M2M networks, the geometric proper-
ties of such large networks are well studied to analytically
characterize message delivery over connected M2M networks.
Moreover, by leveraging queuing network model, the practical
data transportation is employed and both the average end-to-
end delay and maximum achievable throughput for these con-
nected networks are accessible. Based on above explorations,
the promising statistical control with sophisticated small-world
network of data aggregators and thus the heterogeneous archi-
tecture are proposed to establish shortcut paths among machine
communications. Performance evaluation verifies that instead
of exploiting long concatenation of multi-hop transmissions in

the machine swarm, our heterogeneous network architecture
enables machines to communicate through overlaid ultra-fast
“highway”, like shortcut in small-world networks, with de-
sired throughput. It is particularly crucial for next-generation
networks of tremendous amounts of machines. Therefore, we
successfully achieve reliable communications via our proposed
methodology and facilitate novel traffic control in M2M com-
munication networks.

APPENDIX A
THE PROOF OF THEOREM 1

Partitioning the unit area into square grids with area (r/
√

5)2

as from Lemma 1 and Corollary 1, each node in a square
grid is connected to its neighbor nodes within four adja-
cent square grids. The center of bottom left square grid is
at (r/2

√
5,r/2

√
5) and the center of top right is at (1 −

r/2
√

5,1− r/2
√

5). Hence, the Euclidean distance has lower
bound

√
2(1− 2r/

√
5). With maximum step length r for each

hop, the lower bound of R(n) is given as
√

2/r − 2
√

2/
√

5 ≈√
2/r. On the other hand, the upper bound of R(n) can be

obtained as follows. While each node in the square grid is able
to connect with nodes in its four adjacent square grids and there
is at least one node in each square grid, it exists a path from
bottom left square grid, passing bottom right square grid, to top
right square grid. As the side of square grids r/

√
5, this path

length is 2
√

5/r and gives the upper bound.

APPENDIX B
THE PROOF OF LEMMA 2

Partitioning the unit area into square grids with area (r/
√

5)2

as usual and substituting each square grid with a single nodes,
these nodes are connected and form a lattice structure from
Corollary 1. For an arbitrary path with length d in the lattice
graph, there must be a corresponding path, satisfying the upper
bound

√
5(dx + dy)/r, in GRG(n,r). On the other hand, while

the maximum step length is r for each hop, d follows the lower
bound and therefore we end the proof.

APPENDIX C
THE PROOF OF THEOREM 2

For GRG(n,r), let y be a random chosen node with position
Xn and x1,x2, . . . ,xn−1 be the rest of nodes with positions
X1,X2, . . . ,Xn−1, we have X1,X2, . . . ,Xn ∼ U([0,1] × [0,1]).
We further let the projections of these n nodes on x axis
be Y1,Y2, . . . ,Yn ∼ U([0,1]). For d(n) of M2M network, we
have the lower bound (‖Xn − X1‖+ ‖Xn − X2‖+ . . .+ ‖Xn −
Xn−1‖)/[r(n− 1)] and the upper bound [2

√
5(|Yn −Y1|+ |Yn −

Y2| + . . . + |Yn − Yn−1|)]/[r(n − 1)] from Lemma 2. By law
of large number, (‖Xn −X1‖+ . . .+ ‖Xn −Xn−1‖)/(n− 1) →
E[‖Xn − X1‖] and (|Yn − Y1| + . . . + |Yn − Yn−1|)/(n − 1) →
E[|Yn −Y1|]. From Proposition 1, two bounds are obtained to
end the proof.
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APPENDIX D
THE PROOF OF LEMMA 3

Let s denote the number relay nodes that forward a packet
before reaching the destination. Pr{s= l}=(1−p(n))l−1 p(n)
for l≥1 and d(n)=E[s]=∑∞

l=1 l(1−p(n))l−1 p(n)=1/p(n).

APPENDIX E
THE PROOF OF LEMMA 5

From diffusion approximation method [42], the visit ratio
of a node in a queuing network is defined as the average
number of times a packet is forwarded by (i.e. visit) the node.
For node i, ei = p0i(n)+∑n

j=1 p ji(n)e j where p0i denotes the
probability that a packet enters the queuing network from node
i. While the packets arrive at each node according i.i.d. Poisson
process, p0i(n) (i.e. also the probability that node i generates
the new packet) equals to 1/n. Applying this and p ji(n) from

Lemma 4, we have ei = 1/n+∑
K
(2)
i

j=1 e j(1− p(n))/Ki = 1/n+

ei(1− p(n))∑
K
(2)
i

j=1 1/Ki where the last equality comes from the
assumption of symmetry [46] (i.e. ei = e j, ∀1 ≤ i; j ≤ n).
Furthermore, with the aid of Proposition 2, we conclude with
ei = 1/n+[ei(1− p(n))]/δ.

APPENDIX F
THE PROOF OF THEOREM 3

Let Di denote the average packet delay at node i. According
to Little’s Formula, Di=Li/λi=[ρi(δ−1+p(n))]/[λδ(1− ρ̂i)].
By symmetry, the average packet delay at all nodes is the
same. Thus, the average end-to-end delay equals to Di times
the average distance (in terms of hop-count) between the source
and destination nodes, i.e. D(n) = d(n)Di, which leads to (3).

APPENDIX G
THE PROOF OF LEMMA 7

The upper bound is a direct result from re-scaling
Theorem 2. For the lower bound, we assume the link to
the lattice is at the boundary of each grid, while z = 1. The
average Euclidean distance to that link then has the lower

bound as m4 ∫ 1/m
0

∫ v
0

∫ u
0

∫ 2π
0 r2dθdrdudv = π/{120m} ≤

A/B where A =
∫ 1/m

0

∫ 1/m
0

∫ 1/m
0

∫ 1/m
0 min{u,v,1/m −

u,1/m − v,
√

(x−u)2 +(y− v)2}dudvdxdy and B =
∫ 1/m

0

∫ 1/m
0

∫ 1/m
0

∫ 1/m
0 dudvdxdy. With another re-scaling

again, the lower bound is obtained for general z (i.e. z ≥ 1) and
ends the proof.

APPENDIX H
THE PROOF OF THEOREM 5

As usual, we examine z = 1 case and then obtain results for
general z from a re-scaling. Considering the lower bound of
dS(n), we first prove that the minimal distance of almost all
pairs of nodes comes from the assistance of upper DA’s lattice
as follows. While the maximum distance of node pairs through
upper lattice is 4

√
5/mr + 2m from a similar approach as in

Lemma 7, the coverage area with such distance for machine
swarm is π(2mr + 4

√
5/m)2 and tends to zero when m → ∞

and mr → 0. Thus, for (1− ε)n(n− 1)/2 node pairs with any
small ε > 0, the distance of these pairs can be provided by
the minimal distance coming from the assistance of upper DA’s
lattice. From Lemma 7, both bounds of dS(n) are thus obtained
from the summation of the average distance to DA (from the
closet uplink for lower bound) and the average distance in DA’s
lattice network.

APPENDIX I
THE PROOF OF THEOREM 6

Firstly, DL(n) is directly obtained from Theorem 3 as ab-
sorption probability p(n) equals to 1/dL(n). On the other
hand, let DU

i denote the average packet delay at DA i. From

Little’s Formula, DU
i = 3ρU

i m/[2nλ(1− ρ̂U
i )]. By symmetry, the

average packet delay at all DAs is the same. DU (n) equals to DU
i

times the average distance in DA’s network (i.e. 2m/3) and thus
ends the proof.

APPENDIX J
THE PROOF OF THEOREM 7

Similar to Theorem 4 and Proposition 3, λS
max is obtained

from restricting finite delay in nodes and DAs, while λSQ
max is

acquired by employing Markov inequality with DS(n).
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